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Abstract—Web spam is a serious threat for both end-users and search engines (w.r.t., query cost). Webgraphs can be exploited in detecting spam. In the past, several graph mining techniques were applied to measure metrics for pages and hyperlinks. In this paper, we justify the importance of webgraph to distinguish spam websites from non-spam ones based on several graph metrics computed for a labelled dataset (WEBSPAM-UK2007) and justify our model by testing on uk-2014 dataset, the most recently available dataset on the same (uk) domain. WEBSPAM-UK2007 dataset includes 0.1 million different hosts and four kinds of feature sets: Obvious, Link, Transformed Link and Content. We use five prominent machine learning (ML) techniques (i.e., Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Logistic Regression, Naïve Bayes and Random Forest) to build a ML-based classifier. To evaluate the performance of our classifier, we compute accuracy and F-1 score and perform 10-fold cross validation. We also compare graph based features with content based textual features and find that graph properties are similar or better than text properties. We achieve above 99% training accuracy for most of our machine learning models. We test our model with uk-2014 dataset with 4.7 million hosts for the graph-based feature sets and achieve accuracy in between 90-94% for most of the models. To the best of our knowledge, prior works on web spam detection with WEBSPAM-UK2007 dataset did not use different test dataset for their models. Our model classifier is capable of detecting web spam for any input webgraph based on its graph metrics features.
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I. INTRODUCTION

The study of webgraphs has a significant importance in Web mining, i.e., learning useful structural and organizational information of the Web [1]–[3]. Webgraph is a graph having static HTML pages as nodes (vertices) and directed hyperlinks among the pages as edges [4]. In graph (network) mining, computing various structural properties of webgraphs is challenging due to the size of such graphs. Webgraph has great research potentials concerning web security.

Detecting web spam is one of the aspects among several security vulnerabilities. Web spam is a technique being used by some websites to appear in search engines with high rank but low quality. Cloaking, link spam, buying backlinks, content spam, URL spam, redirection, etc., are some of the tactics of web spamming. Link spam consists of the creation of a link structure, usually a tightly knit community of links, aimed at affecting the outcome of a link-based ranking algorithm. Content spam is done by maliciously crafting the content of web pages [5], for instance, by inserting keywords that are more related to popular query terms than to the actual content of the pages. Cloaking consists of sending different content to a search engine than to the regular visitors of a web site [6]. The aforementioned disastrous effects of web spam motivates our work. Archives [7] are becoming more and more concerned about spam in view of the fact that, under different measurement and estimates, roughly 10% of the websites and 20% of the individual pages constitute spam. The above figures directly translate to 10% to 20% waste of archive resources in storage, processing and bandwidth with a permanent increase. The increasing resource waste will question the economic sustainability of the preservation effort in the near future [8].

Webgraph is a potential source of detecting web spam based on graph based features. Emerging graph mining techniques can be used to detect spam in a scalable manner considering the large size of webgraph. Triangle count, clustering coefficient, triangular density, vertex jaccard similarity, vertex cosine similarity, and centrality measures are among potential features of either pages or hyperlinks to be used as features calculated from webgraphs rather than the contents of the pages. During our study, we face the difficulty to find labelled data of spam/non-spam. It shows the need for a machine learning classifier to predict spam based on the currently available labelled dataset. For this reason, we choose the classic WEBSPAM-UK2007 labelled dataset for developing our model classifier.

Web spam filtering, the domain of devising methods to detect useless and spam web content with the target of manipulating search engine results, has drawn much attention in the past years [9]–[11]. Recently the achievements against the ‘classical’ web spam seems to be in slow pace [12] and the focus of researchers has apparently altered towards closely related areas such as spam in social networks [13]–[15]. In this study, we emphasize on detecting web spam from webgraph. We figure out the best machine learning technique for each feature set. We compare how the performance vary between graph based features and text based features. We generate graph-based feature set from webgraph for our test dataset and can be applied to any webgraph for feature generation. Our model is tested on different dataset and achieve around 94% accuracy. We also analyze if there is any performance change using different machine learning tools, e.g., Scikit-learn [16] and Weka [17].

The rest of this paper is organized as follows. We describe the related work in Section II. Background of machine learning...
techniques are discussed in Section III. In Section IV, we describe our dataset, our machine learning classifiers, our validation approaches, generating features for testing data, and improvements to the models with feature selection. A detailed analysis of the results is described in Section V. Finally, Section VI summarizes the findings and concludes the paper with a discussion of future possibilities.

II. RELATED WORKS

Several works have been done on web spam but only few focus on webgraph’s graph properties to detect web spam. Most of the works have been done based on link spam, content spam and cloaking. Erdélyi et al. investigated how much focus on webgraph’s graph properties to detect web spam. Nevertheless and Content feature sets as well to gain insights. Some other works from the webgraphs, along with we also analyzed Obvious we mainly focused on revolving our result through Link based and found Random Forest working best for their model. But of the feature type. They intermingled all of the feature sets focused on detecting spam on any of the features irrespective that is due to the required training time becoming higher. It also does not perform very well if the data set has significant noise, i.e., the target classes are overlapping [34]. Considering our dataset size as well as classes, we choose SVM for our classifier.

2) K-Nearest Neighbor: The K-Nearest-Neighbor (KNN) is a non-parametric classification method. It is a simple algorithm that stores all available cases and classifies new cases based on a similarity measure (e.g., distance functions given in Table II). One of the most popular choices to measure this distance is known as Euclidean. KNN classifier requires storing the

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Equation</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$K(x, x_i) = \sum(x \times x_i)$</td>
<td></td>
</tr>
<tr>
<td>Polynomial</td>
<td>$K(x, x_i) = 1 + \sum(x \times x_i)^d$</td>
<td>$d$ is the degree of the polynomial</td>
</tr>
<tr>
<td>RBF</td>
<td>$K(x, x_i) = \exp(-\gamma \times \sum((x - x_i)^2))$</td>
<td>$\gamma = [0, 1]$</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>$K(x, x_i) = \tanh(\alpha x^T y + c)$</td>
<td>$\alpha$ is the slope</td>
</tr>
</tbody>
</table>

SVM does not perform well when the dataset is very large— that is due to the required training time becoming higher. It also does not perform very well if the data set has significant noise, i.e., the target classes are overlapping [34]. Considering our dataset size as well as classes, we choose SVM for our classifier.

III. PRELIMINARIES

In this section we discuss the basics of machine learning techniques we have used throughout the paper.

A. Machine Learning Models

Here we describe the well-known machine learning algorithms for classification that we have used in our experiments.

1) Support Vector Machine: Support Vector Machine (SVM) is a supervised machine learning algorithm which can be used for both classification or regression challenges. However, it is mostly used in classification problems [29]. SVM works by finding a line that best separates the data into two groups. This is done using an optimization process that only considers those data instances in the training dataset that are closest to the line that best separates the classes. The instances are called support vectors, hence the name of the technique [30]. Different SVM algorithms use different types of kernel functions. These functions can be of different types. For example, linear, nonlinear, polynomial, radial basis function (RBF), and sigmoid. The kernel functions return the inner product between two points in a suitable feature space. A linear kernel is used as normal dot product between any two given observations. A polynomial kernel is a more generalized form of the linear kernel. The polynomial kernel can distinguish curved or nonlinear input space. RBF can map an input space in infinite dimensional space. Equations for some of the SVM kernels are given in Table I [31]–[33].

TABEL I: Kernel Functions of SVM
whole training set and may be too costly when this set is large [35]. KNN algorithm also supports both classification and regression [36]. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common among its K nearest neighbors (K is a positive integer, typically small). If K = 1, then the object is simply assigned to the class of that single nearest neighbor.

3) Logistic Regression: Logistic regression is a binary classification algorithm [37]. The algorithm learns a coefficient for each input value, which are linearly combined into a regression function and transformed using a logistic (s-shaped) function shown in Equation 1. The function maps any real value into another value between 0 and 1. Logistic regression is a fast and simple technique, but can be very effective on some problems [30].

\[
S(z) = \frac{1}{1 + e^{-z}} \tag{1}
\]

where,

\[s(z) = \text{output between 0 and 1 (probability estimate)}\]
\[z = \text{input to the function (algorithm’s prediction e.g. } mx + b)\]
\[e = \text{base of natural log}\]

4) Naïve Bayes: Naïve Bayes uses a simple implementation of Bayes Theorem (hence naive) where the prior probability for each class is calculated from the training data and assumed to be independent of each other (technically called conditionally independent). There are multiple variations of the Naïve Bayes algorithm depending on the distribution of \(P(x_i \mid y)\). Three of the commonly used variations are Gaussian, Multinomial and Bernoulli [38]. The Gaussian Naïve Bayes algorithm assumes distribution of features to be Gaussian or normal, i.e.,

\[P(x_i \mid y) = \frac{1}{\sqrt{2\pi\sigma_y^2}} \exp\left(-\frac{(x_i - \mu_y)^2}{2\sigma_y^2}\right)\]

where, \(P(x_i \mid y)\) denotes the conditional probability of an object with a feature vector \(x_i\) belonging to a particular class \(y\)

\(\sigma = \text{standard deviation, } \mu = \text{mean}\)

The Multinomial Naïve Bayes algorithm is used when the data is distributed multinomially, i.e., multiple occurrences matter a lot. The Bernoulli algorithm is used when the features in the data set are binary-valued. The decision rule for Bernoulli Naïve Bayes is based on Equation 2. It explicitly penalizes the non-occurrence of a feature \(i\) that is an indicator for class \(y\) [16].

\[P(x_i \mid y) = P(i \mid y)x_i + (1 - P(i \mid y))(1 - x_i) \tag{2}\]

Naïve Bayes has been shown to be a very effective classification algorithm [30]. The Naïve Bayes classifier is surprisingly effective in practice since its classification decision may often be correct even if its probability estimates are inaccurate [39].

5) Random Forest: Random forests are used for robust classification, regression and feature selection analysis. Random Forests are an ensemble of \(k\) untrained Decision Trees (trees with only a root node) with \(M\) bootstrap samples (\(k\) and \(M\) do not have to be the same) trained using a variant of the random subspace method or feature bagging method [40]. It is very user-friendly in the sense that it has only two parameters (the number of variables in the random subset at each node and the number of trees in the forest), and is usually not very sensitive to their values [41].

B. Validation of Models

In this section we describe the validation techniques we have used for our classifier. In machine learning we usually split our data into two subsets: training data and testing data so that the model can be trained and tested on different data. It provides a better estimate of out-of-sample performance, but still a "high variance" estimate. It is useful due to its speed, simplicity, and flexibility [42]. The training set contains a known output and the model learns on this data in order to be generalized to other data later on. The test dataset (or subset) is used in order to test our model’s prediction on this subset. When dataset is small, splitting data into train and test sets reduces the efficiency of the model as all of the data cannot be used for training. In such case, k-fold cross-validation is used where full dataset can be used for training the model.

Cross validation is a re-sampling procedure used to evaluate machine learning models on a limited data sample [43]. It is primarily used in applied machine learning to estimate the skill of a machine learning model on unseen data. This approach involves randomly dividing the set of observations into \(k\) groups, or folds, of approximately equal size. The first fold is treated as a validation set, and the method is fit on the remaining \(k - 1\) folds [44]. In k-fold cross-validation, sample is partitioned into \(k\) folds. Each fold is left out of the design process and used as a testing set, and the estimate is the overall proportion of error committed on all folds [45].

IV. METHODOLOGY

We describe our dataset, the building of our machine learning classifier, feature selection and validation in this section.

A. Dataset

We have worked with publicly available WEBSPAM-UK2007 dataset [46] consisting of 105,896,555 nodes representing pages and approximately 3.7 billion edges representing hyperlinks to train our model. The collection contains 114,529 different hosts. The dataset was collected by the research group of the Laboratory of Web Algorithmics at the Università degli Studi di Milano. Within the labelled dataset 5.19% was labelled as ‘spam’ and 88.33% was ‘non-spam’. The rest
6.48% was labelled ‘undecided’. We have not included the undecided data in our classification and filtered out ‘spam’ and ‘non-spam’ within the labelled dataset. We have used pre-computed feature set calculated from webgraph and html contents of the pages. The features are computed from the full webgraph for graph-based features. So eliminating the undecided points for building the model does not affect the already computed feature values. The reason is, the features reflect the connectivity of the network, different network properties irrespective of a particular host is taking part in classification model or not. Connectivity among particular groups (spam/non-spam) or the intra-connection among a particular group is not being taken into consideration in current feature set. So, omitting the undecided points does not impact the values of feature sets. A brief description of the features are described in Table III. The obvious feature set has 2 features: the number of pages in the host and the number of characters in the host name. The Link Feature set has been computed from the following graph metrics: PageRank, in-degree, out-degree, Truncated PageRank, and TrustRank. The detailed description of some of the features are given in Subsection IV-B. The Link Feature set consists of features taking the logarithms and ratio of the features from Link Feature Set. Content Feature Set has features generated from text by counting words in the webpages.

Although the data was crawled a long time back, we have chosen to work with it for some specific reasons. The unavailability of labelled data is one of the main reasons. Another important reason is that we mainly want to focus on the webgraph properties and those specific values related to spam class. Also, our work is comparable to others who have used the same dataset very recently. As, we do not emphasize on the text based classification of spam that changes over time, it is quite reasonable to work with a well-known labelled dataset.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Source</th>
<th>Feature Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obvious</td>
<td>Graph</td>
<td>the number of pages in the host and the number of characters in the host name</td>
<td>2</td>
</tr>
<tr>
<td>Link</td>
<td>Graph</td>
<td>in-degree, out-degree, pagerank and more [22]</td>
<td>41</td>
</tr>
<tr>
<td>Transformed</td>
<td>Graph</td>
<td>ratio of indegree and outdegree, average, reciprocity, log and more [22]</td>
<td>137</td>
</tr>
<tr>
<td>Content</td>
<td>Text</td>
<td>number of words in the home page, average word length, average length of the title, etc., for a sample of pages on each host [23]</td>
<td>96</td>
</tr>
</tbody>
</table>

For Testing our validated model classifier, we have worked with a different dataset that is uk-2014 webgraph [47]–[49]. This graph is a large snapshot of the .uk domain taken at the end of 2014. The maximum number of pages per host was set to 10000. The webgraph has 787.8 million nodes and 107 billion edges. The total number of hosts is 4.7 millions, the number of instances for our test dataset.
Algorithm 1: Graph-based Feature Generation from Webgraph

Data: Input Webgraph, $G$ in BVGraph Format; Host Graph, $G_H$

Result: Feature Sets

1. for Each node in $G$
   1.1. calculate_PageRank()
   1.2. calculate_In-Degree()
   1.3. calculate_Out-Degree()
2. for Each node in $G$
   2.1. match_url($G$, $G_H$)
   2.2. set_pair(node-id, host-id)
3. for Each node $i$ in $G_H$
   3.1. host_list ← get_list($i$)
   3.2. find_homepage($i$)
   3.3. for Each node $j$ in host_list
       3.3.1. $PageRank\_Max[i] ← MAX(PageRank(j))$
       3.3.2. $node\_max ← j$
       3.3.3. /* Calculate features for Link Feature Set */
       3.3.4. $in\_degree[i] ← SUM(In\_degree(j))$
       3.3.5. $out\_degree[i] ← SUM(Out\_degree(j))$
       3.3.6. $PageRank[i] ← AVG(PageRank(j))$
       3.3.7. /* ............ Calculate Rest Features ............ */
   3.4. end
   3.5. /* Calculate features for Transformed Link Feature Set from the previous generated features */

So we have chosen some of the best algorithms that might work better for our dataset. A brief description of tweaking the parameters for each of the models to build our classifier is described in this section.

1) SVM: For Scikit-learn, we have used different kernels (linear, polynomial, sigmoid, rbf) and gamma values. We get the best result using kernel=rbf, C=1 and gamma=scale. Whereas for Weka, the best accuracy is achieved with Gaussian Naïve Bayes for Scikit-learn as well as Weka, but better result has been found from Gaussian Naïve Bayes.

2) KNN: At first, we have determined the optimal value of $K$ from Scikit-learn shown in Fig. 2. We have used the same value of $K$ in Weka as well. The optimal values of $K$ for Obvious Feature Set are 6 and the values greater than 7. The maximum accuracy for Link Feature Set can be found for $k = 8, 10; k > 20$. For Transformed Link Feature Set, $K = 10; K > 20$ are the optimal values of $K$. The optimal value for Content Feature Set is 4.

3) Logistic Regression: We have used Scikit-learn default parameters with saga solver and 50000 maximum iterations to get the best accuracy. Weka in its default setting shows the best accuracy.

4) Naïve Bayes: We have used both Gaussian and Multinomial Naïve Bayes for Scikit-learn as well as Weka, but better result has been found from Gaussian Naïve Bayes.

5) Random Forest: In Scikit-learn as well as Weka we have used $max\_features = sqrt(n\_features), depth = 0, seed = 1$ and $max\_iterations = 100$. Other parameters have been kept default for both Scikit-learn and Weka.

E. Validation

To validate our model, we have chosen k-fold Cross Validation. k-fold Cross Validation ensures the full dataset is used to train the model. We have used widely accepted value $k = 10$.

We also measure the F1 score of our model. F1 score is harmonic mean of precision and recall. Having a higher Recall means there are less FALSE NEGATIVES. As much as less False Negatives or Zero FN means, model prediction is really good. Whereas having higher Precision means, there are less FALSE POSITIVES. Similarly, Less or Zero False Positives means Model prediction is really good. Thus having a higher F1 score implies good Model Prediction.

F. Feature Selection

We have used ”Select Attributes” functionality of Weka for selecting features to improve our classifier. We have used Information Gain as well as Gain Ratio functions to select the attributes. We eliminate the attributes with 0 value for both functions. Both functions choose the same attributes for elimination.

G. Testing Classifier with uk-2014 dataset

Our Test data uk-2014 has 4.7 million instances. Weka runs out of memory if we try to load the full dataset at once. So we divide the test data into multiple chunks for testing. Finally, we take the average of accuracy and F-Measure found from all of the chunks to get result for the full dataset.

V. RESULT

In this section, we describe several analyses with the derived results for evaluating the accuracy of our classification model.
TABLE IV: 10-fold Cross Validation Accuracy for Scikit-learn and Weka

<table>
<thead>
<tr>
<th>Model</th>
<th>Obvious Scikit-learn</th>
<th>Obvious Weka</th>
<th>Link Scikit-learn</th>
<th>Link Weka</th>
<th>Transformed Link Scikit-learn</th>
<th>Transformed Link Weka</th>
<th>Content Scikit-learn</th>
<th>Content Weka</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>94.44</td>
<td>100</td>
<td>94.42</td>
<td>100</td>
<td>100</td>
<td>99.95</td>
<td>94.60</td>
<td>99.97</td>
</tr>
<tr>
<td>KNN</td>
<td>94.45</td>
<td>99.95</td>
<td>94.1</td>
<td>99.8</td>
<td>93.75</td>
<td>99.67</td>
<td>94.54</td>
<td>99.71</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>94.45</td>
<td>99.2</td>
<td>73.11</td>
<td>98.2</td>
<td>83.44</td>
<td>94.17</td>
<td>6.99</td>
<td>36.01</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>92.87</td>
<td>99.9</td>
<td>0.92</td>
<td>0.995</td>
<td>0.92</td>
<td>0.954</td>
<td>0.92</td>
<td>0.997</td>
</tr>
<tr>
<td>Random Forest</td>
<td>90.75</td>
<td>100</td>
<td>99.98</td>
<td>100</td>
<td>99.45</td>
<td>96.97</td>
<td>99.4</td>
<td>98.47</td>
</tr>
</tbody>
</table>

TABLE V: F-measure for Scikit-learn and Weka

<table>
<thead>
<tr>
<th>Model</th>
<th>Obvious Scikit-learn</th>
<th>Obvious Weka</th>
<th>Link Scikit-learn</th>
<th>Link Weka</th>
<th>Transformed Link Scikit-learn</th>
<th>Transformed Link Weka</th>
<th>Content Scikit-learn</th>
<th>Content Weka</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.9</td>
<td>1</td>
<td>0.92</td>
<td>1</td>
<td>0.92</td>
<td>0.954</td>
<td>0.92</td>
<td>1</td>
</tr>
<tr>
<td>KNN</td>
<td>0.92</td>
<td>0.999</td>
<td>0.93</td>
<td>0.998</td>
<td>0.92</td>
<td>0.997</td>
<td>0.92</td>
<td>0.997</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.92</td>
<td>0.92</td>
<td>0.83</td>
<td>0.983</td>
<td>0.85</td>
<td>0.95</td>
<td>0.03</td>
<td>0.471</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.92</td>
<td>0.992</td>
<td>1</td>
<td>0.97</td>
<td>0.99</td>
<td>0.964</td>
<td>0.98</td>
<td>0.984</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.95</td>
<td>1</td>
<td>0.97</td>
<td>1</td>
<td>0.99</td>
<td>0.964</td>
<td>0.98</td>
<td>0.984</td>
</tr>
</tbody>
</table>

A. 10-fold Cross Validation Accuracy

Table IV represents the 10-fold cross validation accuracy for Python Scikit-learn and Java Weka for each of the models and feature sets. For Scikit-learn, we can see that SVM has 100% accuracy for Transformed Link feature Set and 94% accuracy for the rest feature sets. KNN and Logistic Regression both have around 94% accuracy for all of the feature sets. For Naïve Bayes only Obvious feature set shows a better accuracy of 92.87%. All feature sets show accuracy above 99.4% except Obvious feature set for Random Forest Model.

Again, for Weka, we find that SVM has 99.9-100% accuracy for all of the feature sets. KNN has above 99.5% accuracy for all feature sets except Transformed Link feature set. For all feature sets, Logistic Regression Model has accuracy above 99.67%. Content Feature Set does not fit to Naïve Bayes Model having a poor accuracy whereas Obvious and Link feature sets show accuracy greater than 98.2%. Obvious and Link feature sets show 100% accuracy for Random Forest Model. Overall, Obvious and Link feature sets show better accuracy of 99.6% on average for all of the models compared to the other two feature sets.

B. F-measure

We have calculated the F-measure score of all of the feature sets for each of the machine learning models shown in Table V. Most of the values are higher and closer to 1 indicating high precision and recall of our models. In our classification task, we intend to build a classifier with high precision and recall. Our Model decides a website is spam or non-spam. We want our model to do the following:

- precisely identify non-spam websites from spam websites (precision)
- identify each website from both spam and nos-spam classes (recall)

It means that we need to select the model that performs well on both metric. So, a high F1 score indicates such model.

By comparing Table IV and Table V, we see that the accuracy and F-measure values do not deviate at all that indicates the uneven class distribution does not affect our model. It implies accuracy is a good measure.

C. Finding Best Model for each Feature Set

In this section we have compared accuracy for all machine learning models and found the best Machine Learning Model for each feature set. For brevity, we have not included the values of F-measure in Table VI as both accuracy and F-measure indicate similar result in our model.

1) Obvious Feature Set: SVM, KNN and Random Forest Models show 100% accuracy in Weka. Again, Naïve Bayes and Logistic Regression Models also have accuracy above 99% in Weka. So, all of the Machine Learning Models are well-fitted for Obvious Feature Set.

2) Link Feature Set: Random Forest Model shows around 100% accuracy in Weka as well as Scikit-learn. SVM also shows 100% accuracy in Weka. Again, KNN, Naïve Bayes and Logistic Regression Models show above 98% accuracy in Weka. So, all of the Machine Learning Models are well-fitted for Link Feature Set.

3) Transformed Link Feature Set: We get around 100% accuracy for SVM shown in both Scikit-learn and Weka. Above 99% accuracy is found for Random Forest Model in Scikit-Learn and for Logistic Regression in Weka. KNN and Naïve Bayes perform moderate. So, SVM is best-fitted for Transformed Link Feature Set considering both Scikit-learn and Weka.
TABLE VI: Machine Learning Model and Tool Selection for each Feature Set

<table>
<thead>
<tr>
<th>Feature Sets</th>
<th>SVM</th>
<th></th>
<th>KNN</th>
<th></th>
<th>Logistic Regression</th>
<th></th>
<th>Na¨ıve Bayes</th>
<th></th>
<th>Random Forest</th>
<th></th>
<th>Modelling Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obvious</td>
<td>94.44,100</td>
<td>1</td>
<td>94.45,100</td>
<td>1</td>
<td>94.45,99.95</td>
<td>3</td>
<td>92.87,99.2</td>
<td>4</td>
<td>90.75,100</td>
<td>2</td>
<td>SVM, KNN, L.R., N.B., R.F.</td>
</tr>
<tr>
<td>Link</td>
<td>94.42,100</td>
<td>2</td>
<td>94.45,99.52</td>
<td>4</td>
<td>94.1,99.8</td>
<td>3</td>
<td>73.11,98.2</td>
<td>5</td>
<td>99.98,100</td>
<td>1</td>
<td>SVM, KNN, L.R., N.B., R.F.</td>
</tr>
<tr>
<td>Transformed Link</td>
<td>100,99.95</td>
<td>1</td>
<td>94.45,96.27</td>
<td>4</td>
<td>93.75,99.67</td>
<td>3</td>
<td>83.44,94.17</td>
<td>5</td>
<td>99.45,96.97</td>
<td>2</td>
<td>SVM, KNN, L.R., N.B.</td>
</tr>
<tr>
<td>Content</td>
<td>94.6,99.97</td>
<td>2</td>
<td>94.91,99.82</td>
<td>3</td>
<td>94.54,99.71</td>
<td>4</td>
<td>6.99,36.0</td>
<td>5</td>
<td>94.98,94.77</td>
<td>1</td>
<td>SVM, KNN, L.R., R.F.</td>
</tr>
</tbody>
</table>

Here, A.=Accuracy(%), R.=Rank, S.=Scikit-learn, W.=Weka

4) Content Feature Set: For Content Feature Set, SVM, KNN and Logistic Regression Models show around 100% accuracy in Weka. Random Forest Model has above 98% accuracy in both Scikit-learn and Weka but Na¨ıve Bayes Model performs poorly and cannot be considered for Content Feature Set.

We have summarized the results in Table VI. We have ranked the machine learning models in ascending order according to highest to lowest accuracy for each feature set. For instance, according to rank, the best machine learning models for Transformed Link Feature Set are SVM, Random Forest, Logistic Regression, KNN and Na¨ıve Bayes respectively. We have also determined the best modelling tool for each of the feature sets. To illustrate, KNN, Logistic Regression and Na¨ıve Bayes Models are well-suited to Weka only whereas Random Forest Model is well-suited to Scikit-learn but SVM works well for both Weka and Scikit-learn for Transformed Link Feature Set. We can see that except Random Forest Model for Transformed Link Feature Set, SVM works well for all the models and feature sets. For Scikit-learn only Random Forest Model performs well for all the feature sets except Obvious Feature Set.

Regarding the machine learning models, SVM is faster in training, better in accuracy with stability/robustness and works well for each of the Feature Sets. Random Forest is good for balancing error in class population unbalanced data sets reflected in our case. Logistic regression assumes no error in the output variable (y). As we consider removing outliers and possibly misclassified instances from our training data, it works well and is reflected in our result. KNN is a very simple and easy algorithm that even works well for our dataset. Na¨ıve Bayes performs well in case of categorical input variables compared to numerical variables. As our feature sets consist mostly of numerical values, it works poorly for all feature sets specifically, Content Feature Set.

D. Feature Selection for Improvement in Na¨ıve Bayes Model

The accuracy of Na¨ıve Bayes Model with Scikit-learn is less than 90% for all of the feature sets. So, we remove some of the attributes in order to improve the accuracy. Based on the criteria as explained in Section IV-F, we have eliminated several features from our Feature Sets. A summary of our feature selection has been shown in Table VII.

TABLE VII: Feature Selection for Performance Gain

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Total Features</th>
<th>Eliminated Features</th>
<th>Existing Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link</td>
<td>41</td>
<td>7</td>
<td>34</td>
</tr>
<tr>
<td>Transformed Link</td>
<td>137</td>
<td>52</td>
<td>85</td>
</tr>
<tr>
<td>Content</td>
<td>96</td>
<td>14</td>
<td>82</td>
</tr>
</tbody>
</table>

Fig. 3: Changes in Na¨ıve Bayes Accuracy with Feature Selection

Eliminated Link features include:
- Neighbors at distance 3 of home page
- Fraction of out-links that are also in-links of home page
- Fraction of out-links that are also in-links of page with maximum pagerank
- Assortativity coefficient of the home page (ratio of degree and average degree of neighbors)
- trustrank of home page
- trustrank of page with maximum pagerank
E. Graph based vs. Text based Feature Sets

Extracting the features from contents of the link/page is somewhat exaggerating process because of huge amount of texts. Whereas calculating several graph-based metrics such as clustering-coefficient, triangle count, ratio of indegree and outdegree etc., from the webgraph is more convenient considering the emerging graph mining techniques. From our analysis we have found that graph metrics based Link Feature Set always provides better or similar accuracy than text based Content Feature Set as shown in Fig. 4.

F. uk-2014 Dataset Test Result

Based on our training model classifier, we have tested our model with uk-2014 dataset. We focus only on the Graph based (Link and Transformed Link) Feature Sets. Table VIII shows the 10-Fold Cross Validation Accuracy and F-score for these two feature sets using both Scikit-learn and Weka. For Link Feature Set, we get 90-94% accuracy for both Scikit-learn and Weka using SVM and Random Forest models. KNN and Logistic Regression performs moderately with 85-89% accuracy. In case of Transformed Link Feature Set, the accuracy is around 90% for SVM, Logistic Regression and Random Forest model in Weka. SVM and Random Forest also has 90-91% accuracy with Scikit-learn. Overall, both SVM and Random Forest Model perform well for our test dataset. The higher values of F1-score also indicate good performance of our classifier.

---

### Table VIII: 10-fold Cross Validation Accuracy and F-measure with Link Feature Set and Transformed Link Feature Set for uk-2014 Test Dataset using Scikit-learn and Weka

<table>
<thead>
<tr>
<th>Model</th>
<th>Link</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scikit-learn</td>
<td></td>
<td>Weka</td>
<td></td>
<td>Scikit-learn</td>
<td></td>
<td>Weka</td>
<td></td>
<td>Scikit-learn</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>F Measure</td>
<td>Accuracy</td>
<td>F Measure</td>
<td>Accuracy</td>
<td>F Measure</td>
<td>Accuracy</td>
<td>F Measure</td>
<td>Accuracy</td>
<td>F Measure</td>
</tr>
<tr>
<td>SVM</td>
<td>90.812</td>
<td>0.854</td>
<td>94.5</td>
<td>0.901</td>
<td>91.2</td>
<td>0.911</td>
<td>90.57</td>
<td>0.905</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN</td>
<td>85.65</td>
<td>0.699</td>
<td>87.5</td>
<td>0.839</td>
<td>87.78</td>
<td>0.877</td>
<td>88.35</td>
<td>0.854</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>89.2</td>
<td>0.787</td>
<td>86.67</td>
<td>0.84</td>
<td>85.2</td>
<td>0.839</td>
<td>90.2</td>
<td>0.878</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>60.72</td>
<td>0.75</td>
<td>79.4</td>
<td>0.755</td>
<td>68.91</td>
<td>0.73</td>
<td>72.93</td>
<td>0.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random Forest</td>
<td>91.25</td>
<td>0.889</td>
<td>92.33</td>
<td>0.865</td>
<td>90.06</td>
<td>0.897</td>
<td>89.89</td>
<td>0.887</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

![Fig. 4: Comparison between Graph based (Link and Transformed Link) Feature Sets and Text based (Content) Feature Set](image-url)
G. Weka versus Scikit-learn

We compare the implementation differences of Weka and Scikit-learn for the Machine Learning Models. While working with both of the modelling tools, we have found some dissimilarities. In both of the tools, some parameters do not match at all. For instance, the parameter setting for Logistic Regression Model for Scikit-learn and Weka are different. Parameters related to Scikit-learn are penalty, dual, tol, C, fit_intercept, intercept_scaling, class_weight, random_state, solver, max_iter, multi_class, verbose, warm_start, n_jobs, l1_ratio. Whereas for Weka the parameters are: batchsize, max its, ridge, useC-onjugateGradient. Only common parameter between both is maximum iteration.

We could not compare both in the same scale, still we have kept all of the parameters same those match and compared the result. From our analysis in Section V-C, we see that Weka works better for all of the models for each of the Feature sets. Exception is for only Random Forest Model for Transformed Link Feature Set perceived from Table VI. Overall, we conclude that the default parameter settings for Weka provides better accuracy and is useful for end-users. On the other hand, we need to calibrate the parameters with Trials and Errors to obtain a better accuracy in Scikit-learn. The professional developers are much comfortable with Scikit-learn. Weka saves our valuable time as we need not give much time to adjust the parameters.

H. Comparison with existing work

We face difficulty to compare our work with the existing works as most of the works did not provide the model parameters for reproducibility. Again, the intermingling of feature sets do not match. We then compare the performance of our machine learning classifier with an existing work [24], although some information was missing. The authors developed SVM with two kernels. We have achieved a performance gain in simple SVM with rbf kernel as well as their TWSVM Model for Content Feature Set represented in Fig. 5. We have used same dataset as well as same 10-fold Cross Validation accuracy to compare our result with theirs. The authors have not mentioned the parameter settings of their SVM Model, so we have used our own parameter settings providing the best output and achieved the improved performance.

VI. Conclusion

In this paper, we have developed a machine learning classifier to detect web spam from webgraph. For our labelled dataset, WEBSPAM-Uk2007, SVM provides 100% accuracy for all of the Feature Sets. Along with Random Forest and KNN are best-suited with 100% accuracy for Obvious Feature Set. For Link Feature Set, Random Forest also provides 100% accuracy. Naive Bayes shows 94.17%-99.63% accuracy for all of the feature sets except Content Feature Set. We generate features for test data which can be used for any webgraph for feature generation. Our model shows 90-94% accuracy for our test data with the graph-based features generated from uk-2014 dataset, the most recent available webgraph in uk domain. Using our predictive model classifier, we can detect web spam with graph-based features for any webgraph provided as input. We have found that Weka gives better accuracy compared to Scikit-learn for these feature sets in default parameter settings in most cases. In future, we will generate feature sets based on the values of graph metrics other than in-degree, out-degree and PageRank and check how other metrics perform to detect spam and non-spam websites. We plan to compute the graph metrics with Apache-Hadoop-Spark using Graphx because some webgraphs are very large to handle. For scalable computing, we will use the generated feature sets for our classifier built using Apache MLlib to predict webspam with high accuracy. We plan to use our classifier in an existing web archive to check if webspam has been archived there and how much space we can save by removing web spam from the archive.
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