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Importance Temporal Community Evolution

Graph Applications with Machine Learning

❑ Presented different parallel implementations of community detection
algorithms for static and temporal networks

❑ Identified bottlenecks for different methods of designing parallel
implementations and provide an optimized solution

❑ Achieved 12x speedup for static CD, ~4-18x speed-up for temporal CD, 4x
performance gain on GPU using PyTorch with CUDA for GCN) via semi-
supervised node classification

❑ Identified a subset of graph metrics to understand the evolving community
structure quality for different temporal networks

❑ Designed a scalable solution to the Sparse DNN challenge with 4.7x speedup
on GPU using data parallelism of TensorFlow

❑ Detected webspam from webgraph and devised feature selection method
from the graph data, an important application of graph mining

❑ Performed sentiment analysis on social network, Twitter and concluded
important insights on public attitude towards COVID-19 vaccinations

Conclusion

Parallel Community Discovery in Static and Dynamic Graphs
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Environment & Dataset

Louisiana Optical Network
Infrastructure (LONI) QB2
cluster
❖ 1.5 Petaflop peak

performance
❖ 504 compute nodes, 20

cores/node
❖ over 10,000 Intel Xeon

processing cores @2.8 GHz.

Louvain [9] for Static Networks
❑ Detects community based on 

modularity optimization 
❑ One of the best methods:

❖ Computation time and 
❖ Quality of the detected 

communities

❑ Computer Science: towards exascale
High Performance Computing

❑ HPC and AI intersection

❑ Processing large-scale graph data
requires parallel computing

❑ Complex network analysis: exciting
research area for different scientific
domains

Our Contribution

❑Parallel Algorithm Design:

❑Designing a scalable method for CD
based on Graph Convolutional Network
(GCN) via semi-supervised node
classification using PyTorch with CUDA on
GPU environment [3]
❑Designing data parallel Sparse Deep
Neural Network (DNN) using TensorFlow
on GPU [4]
❑Implementing Real-world Graph Mining
Applications for large-scale dataset [5,6]

➢ Online social media-Facebook, 
Twitter etc.

➢ Biology-protein interaction, brain 
network

➢ Online media, recommendation 
systems  and many more

✓An optimized distributed-memory
algorithm DPLAL with load balancing for
scalable community detection in static
graphs [1]
✓A multi-threaded algorithm for
temporal community detection in
dynamic graphs [2]

Graph Dataset 
• SNAP1

• Network Repository2

Evolving Communities over Snapshots
➢ HPC using dense computer

clusters to perform necessary
calculations at blistering speeds
to run the most advanced AI
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Applications
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Dynamic (Temporal) Networks
• Time-varying connectivity, powerful representation of real-

world complex systems
• Dynamic network, G expressed as a collection of t static

snapshots
• 𝐺 = {𝐺0; 𝐺1; 𝐺2; … ; 𝐺𝑡}, where
• 𝐺𝑖+1 = 𝐺𝑖 ∪ ∆𝐺𝑖 indicates the static snapshot of G at

(𝑖 + 1)th time-stamp.
• 𝐺𝑖+1 has evolved from 𝐺𝑖 due to ∆𝐺𝑖 change in 𝐺𝑖 ,

where
• ∆𝐺𝑖 is one of the four atomic events (Add Vertex,

Remove Vertex, Add Edge, Remove Edge)

Temporal Community Detection
• Permanence, a vertex-based metric Here,

𝐼(𝑣) Internal connections of vertex 𝑣

𝐸𝑚𝑎𝑥 𝑣
Maximum connections to a single 
external community

𝐷(𝑣) Total degree of  vertex 𝑣

𝑐𝑖𝑛(𝑣)

Internal clustering coefficient 
[ratio of the existing connections 
and the total number of possible 
connections among the internal 
neighbors of 𝑣]

❑ Community detection (CD) is an
important graph analysis kernel

❑ Communities reveal organizational
structure of a system.

(a) DPLAL vs Vite[10] [larger graphs]

Speedup factors of our  Distributed Parallel Louvain Algorithm with Load-balancing (DPLAL)

(b) DPLAL vs Vite [large graphs]

Figure 2. Speed-up for 
shared-memory parallel 
algorithm for different 

networks

Speedup factors of our Multi-
threading parallel Temporal CD

Algorithms for 
Parallel Louvain 

❑ Shared-Memory: OpenMP
❑ Distributed-Memory: MPI
❑ Hybrid: MPI + OpenMP
❑ DPLAL: MPI & METIS

MPI Communication in the Naive MPI-based 
Parallel Algorithm (Load-Imbalanced)

MPI Communications in DPLAL (Load-balanced)
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func-1: gathering neighbour info
func-2: exchanging updated community
func-3: exchanging duality resolved community
func-4: gathering updated communities

Advantages over other optimization metrices (i.e.
modularity, conductance)
• Local optimization rather than global optimization

of the full network
• No arbitrary tie-breaking (inaccurate or insignificant

communities with high score) scenario like other
functions

• Optimization of modularity score NP-Hard Problem

𝑃𝑒𝑟𝑚 𝑣 =
𝐼(𝑣)

𝐸𝑚𝑎𝑥(𝑣)
×

1

𝐷(𝑣)
− 1 − 𝑐𝑖𝑛(𝑣)

Python Joblib, Multiprocessing modules

Performance Scalability in Neural Networks on GPU

College Msg Primary School Cumulative CoAuthorship

Prominent 

Graph Metrics

a sense of quality
of the community
structure

Comparison of Different DCD Algorithms

GPU: NVIDIA Tesla K20x GPU
• 2.6GHz, B/W: 250 GB/sec 
• 6 GB GDDR5, SDRAM [24 

64Mx16]

CD with Graph Convolution 
Network (GCN)

Parallel Sparse DNN

Detection of Webspams in 
WebGraphs

Covid-19 Sentiment and 
Prediction on Twitter Data

❑ Help health and 
government officials 
to better 
comprehend and 
plan Covid-19 
vaccination 
campaigns

❑ Understand public 
reaction 

❑ Aid policymakers to 
maintain health and 
safety measures in 
the ongoing global 
health crisis

A database of around 1.2 million
tweets collected across five
weeks of April–May 2021

Build
• Machine Learning Model

Validate
• Model with 10-Fold Cross-Validation Accuracy

Improve
ment

• Feature Selection

• Info Gain Attribute 

• Gain Ratio Attribute 

Test

oGenerate Feature Set for Different Test Data

oPredict spam/non-spam with the developed ML model 

Compare

• Python Vs Java ML Models

• Graph Vs Text Feature Set

• State-of-the-Art

❑ Webgraph, great research potentials concerning
web security: Detecting web spam-security
vulnerabilities
❑ Detecting web spam based on graph features: Using
Emerging graph mining techniques in a scalable
manner
❑ Very few labelled dataset for spam detection: need
for a machine learning classifier to predict spam

COVID-19 vaccination forecasting model using WEKA

Sentiment analysis on Twitter 
Data

Compare 
Communication 

Patterns

Mirrored: Nccl All Reduce, Reduction to One Device, Hierarchical 
Copy All Reduce

Multi Worker Mirrored: Collective Nccl, Collective Ring

Compare Different 
Strategies 

Single GPU: Central Storage Strategy

Multiple GPUs: Mirrored Strategy, Multi Worker Mirrored 
Strategy

Parallel TensorFlow Distributed Training

Compare Baseline MATLAB Serial Implementation

Build Model

Own Layers extending the tf.keras.Layer class

Use the basic MATMUL function for activation function

Input data- 60 chunks, batch size of 1000

Speedup of DNNs

Dataset
• MNIST Dataset: A
large database of
handwritten digits
• Synthetic DNNs
created using RadiX-Net

❑ DNNs-the heart of modern AI
miracles
❑ Sparse (pruned) neural
networks deliver comparable
performance with less memory

❑ Traditional community
detection algorithms
➢ need to analyze the full
network
➢ computationally
expensive
❑ Achieve the same or
comparable result with
less computational cost
❑ Having community
information of a part of
the network, the rest
communities predicted
depending on those
community

Method

arxiv
Dataset 

PPI 
Dataset 

Test 
Accuracy 
(%)

F1 Score

MLP 55.50±0.23 N/A 

Node2Vec 70.07±0.13 N/A 

GCN 71.74±0.29 N/A

GraphSAG
E

71.19±0.27 0.612

Our Model 71.43±0.17 0.698

Comparison SoTA
GCN Model

• activation
function ReLU
• Minibatch
Gradient Descent:
batch size 1200
• sampled by
selecting nodes with
dense
neighborhoods
• Nodes tracked in
consecutive two
layers: avoid sparse
connection problem

Primary School

Cumulative CoAuthorship

fb-forum

1. http://snap.stanford.edu/data/index.h
tml

2. https://networkrepository.com/

Speedup of GCN Model

Runtime Analysis for 6 
Different DCD Algorithms

* ◊ Δ Ϯ

* NoSL: No Smoothing Louvain
◊ SmoL: Smoothed Louvain
Δ EsCon: Estrangement Confinement
Ϯ TraN: Transversal-Network

[7] [8]


